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Abstract—Efficiently searchable and easily deployable
encryption schemes enable an untrusted, legacy service
such as a relational database engine to perform searches
over encrypted data. The ease with which such schemes
can be deployed on top of existing services makes them
especially appealing in operational environments where
encryption is needed but it is not feasible to replace large
infrastructure components like databases or document
management systems. Unfortunately all previously known
approaches for efficiently searchable and easily deployable
encryption are vulnerable to inference attacks where an
adversary can use knowledge of the distribution of the
data to recover the plaintext with high probability.

We present a new efficiently searchable, easily deployable
database encryption scheme that is provably secure against
inference attacks even when used with real, low-entropy
data. We implemented our constructions in Haskell and
tested databases up to 10 million records showing our
construction properly balances security, deployability and
performance.

I. INTRODUCTION

Many organizations today are moving to the cloud,
shipping their critical data to servers over which they
have little control. Encrypting data before uploading
it into the cloud protects against theft or accidental
disclosure, but standard encryption mechanisms also
prevent the cloud service from performing any useful
computation on the client’s behalf. One of the most
desirable operations on encrypted data is search.

The problem of searching on encrypted data involves
inherent trade-offs between security, performance, and
utility. One part of a cryptographic construction’s utility
is the expressiveness of the queries that it supports.
For example, a construction that supports a large subset
of Structured Query Language (SQL) has more utility
than one that supports only exact-match queries. Another
aspect of utility more relevant to this paper is the ease
or difficulty of deploying a construction for use in the
real world.

A. The Importance of Deployability

Searchable Symmetric Encryption (SSE) encompasses
a class of efficient constructions for encrypted databases
that provide security for data and queries [12], [15], [22],
[46]. One practical limitation of SSE schemes is that they
can be very difficult to retrofit into existing production
systems. Grubbs [26] recounts one organization’s expe-
rience, where a team of applied cryptographers invested
12 person-months of effort to implement and deploy a
recent, high-performance SSE scheme [12]. In the end,
the new construction proved too difficult to integrate with
the businesses’ existing systems, and the prototype was
scrapped.

In the real world, there is demand for protections
that can be deployed immediately. To meet this need,
another parallel line of work has investigated “efficiently
searchable” and “efficiently deployable” schemes that
enable an untrusted server to efficiently index and search
on encrypted data [4], [6], [8], [31], [39]. An efficiently
searchable encryption (ESE) scheme is one that reveals
some function of the plaintext in order to allow logarith-
mic search time using a legacy database or information
retrieval system. This might be done through a query
proxy rather than an complex database construction.
An “easily deployable” efficiently searchable encryption
scheme is one that retains (enough of) the expected
format of the plaintext to enable search with an existing
application or cloud service [31] [39].

Breaking from SSE, ESE gives up some security in
exchange for the ability to easily deploy encryption on
existing cloud services without the long delays and high
cost of developing entirely new cryptographic systems
(for example, see Grubbs [26]). This approach also
frees the encryption developer from needing to worry
about a whole host of practical systems issues including:
availability, redundancy, performance, scaling, backups,



system monitoring, user accounts and access control, etc.
The underlying cloud service already takes care of these.

The CryptDB system of Popa et al [44] first demon-
strated the potential of this approach for protecting
outsourced relational databases. By layering a collection
of encryption techniques, including efficiently searchable
and order-preserving encryption, CryptDB supports most
SQL queries used by real applications. They achieved
near-native performance on queries from a standard
database benchmark, while storing only ciphertext in a
standard MySQL database. Similar efforts from industry
include SAP’s SEEED project [25] and Microsoft’s
Always Encrypted feature in SQL Server 2016 [1], which
is available commercially today.

Unfortunately, efficiently searchable constructions like
deterministic and order-preserving encryption trade off
more than just a little security. Inference attacks have
recently been demonstrated that enable an adversary to
recover some or all of the plaintext records if it has
some auxiliary information about their statistical distri-
bution [11], [18], [27], [41], [45], [50], [51]. In practice,
these attacks allow the adversary to recover almost the
entire database. Given the power of these attacks, it is
reasonable to ask: Is security feasible at all for efficiently
searchable and easily deployable encryption in the real
world? Much to our surprise, it turns out that the answer
is a qualified “yes.”

B. Contributions

In this paper, we focus on maximizing security in
operational scenarios where deployability is a hard re-
quirement. As a consequence of this deployability re-
quirement, the security of our schemes will necessarily
be somewhat less compared to other approaches where
easy real-world deployment is of no concern. Still, we
aim to provide provable security against the most com-
mon adversaries, for applications that otherwise could
afford no security at all.

We present a new, efficiently searchable, easily de-
ployable database encryption scheme that is provably
secure against inference attacks even when used with
low-entropy data from the real world. The security of
our schemes is tunable with a single parameter, allowing
database owners to choose the most appropriate balance
of security versus runtime performance and space over-
head for the demands of their individual applications.
We also achieve even stronger levels of security by
bucketizing a small portion of the data.

Weakly Randomized Encryption. Our core technique
is a generalization of a “folklore” encryption technique
that we call weakly randomized encryption (WRE). WRE

is a middle ground between deterministic encryption
(DET) and conventional, strongly randomized encryp-
tion. DET enables efficient, logarithmic-time search be-
cause it allows a legacy server to create an index from
only ciphertexts, but on the other hand, it provides
very little security for real data [41]. Conventional
(strongly) randomized encryption prevents the adversary
from learning even a single bit about the plaintext [24],
but in doing so, it also precludes the possibility of
efficient search.

In a weakly randomized encryption, only a few bits
of randomness sampled from a low-entropy distribution
are used in each encryption. Our analysis shows that
this is sufficient to protect against inference attacks if
we choose the distribution carefully. In order to perform
our WRE schemes, one must know the probability distri-
bution of the plaintexts. We believe it is not unreasonable
to ask that the data owner must know his data at least
as well as the attacker does. The distribution can also be
calculated during database initialization.

Deployability. Our constructions are compatible with
standard SQL relational databases. They can be de-
ployed immediately on popular cloud service platforms
including Google Cloud SQL1 and Amazon Relational
Database Service2. They are efficiently scalable up to
databases containing millions of records. We performed
queries returning up to 10,000,000 records. Our en-
crypted database, including its server-generated indices,
requires less than twice the space required for the plain-
text DB. Query response time with our Poisson Random
Frequency construction achieves response times within
27% of those of the plaintext database.

Security. We show that our construction is secure
against a passive “snapshot” attacker. We give the ad-
versary access to only the encrypted data and a source
of auxiliary information. We assume he does not have
access to the encrypted queries, the access patterns
or return results. This model includes important real-
world threats, including attackers who can obtain offline
access to the encrypted database by SQL injection or by
stealing a backup hard drive. In contrast, previous easily
deployable, efficiently searchable schemes fail to achieve
even this modest level of security [41].

We acknowledge that the adversary in this model
is weaker than the more powerful adversaries that are
typically considered for SSE or oblivious RAM. For new
applications that do not require deployability on legacy

1https://cloud.google.com/sql/
2https://aws.amazon.com/rds/
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infrastructure, we recommend that system builders use
those stronger but less-deployable constructions.

Outline. The paper is organized as follows. We review
related work in Section II. We introduce our notion of
security for WRE against inference attacks in Section
III and in Section IV we present the generic template
for a weakly randomized encryption. Then, in Section
V we give sequentially stronger variations on this idea,
leading up to our most secure construction, WRE with
bucketized Poisson salt allocation. We evaluate the
performance of our new constructions experimentally
with real databases in Section VI.

II. RELATED WORK

Bellare, Boldyreva, and O’Neill [6] and Amanatidis,
Boldyreva and O’Neill [4] proposed and analyzed early
ESE schemes using deterministic encryption (DET).
Those schemes are provably secure only when the plain-
text database has high min-entropy [6].

Order-preserving encryption was first described in
2004 by Agrawal et al., who proposed a method to
encrypt data so that the resulting ciphertexts retain the
same ordering as the plaintext [3]. OPE was first studied
formally by Boldyreva, Chenette, Lee, and O’Neill [8].
Boldyreva, Chenette, and O’Neill introduced the related
notion of efficiently orderable encryption [9], in which
a public, efficient function can be used to compare
the ciphertexts. The similar notion of order-revealing
encryption was proposed by Boneh et al. [10], and
recent works give efficient symmetric schemes for ORE
[14], [40]. The term “property-preserving encryption” is
sometimes used to encapsulate both OPE/ORE and ESE
[42].

Homomorphic encryption [21] and oblivious RAM
[23], [47] offer very strong guarantees of security, but
their practical performance is limited compared to other,
more efficient techniques like SSE [12], [15], [22], [46].
Recent SSE schemes support rich queries [7], [16], [19],
[30], [34], [36] and achieve fast performance even on
very large data sets [12] by exploiting spatial locality
[5], [17] and/or secure hardware extensions [20].

Deterministic ESE constructions were shown to be
insecure against inference attacks [41], [11], [45]. Even
more powerful attacks have been demonstrated against
OPE and ORE [41] [18] [29]. In some passive attack
scenarios, e.g. with a stolen hard drive, if the attacker has
access to server logs and other system artifacts, then this
may enable more powerful attacks [28]. Our techniques
provide a necessary but not sufficient level of protec-
tion against such attacks. Protecting other system-level

artifacts against inference attack remains an interesting
open problem, and is beyond the scope of this work.

Other recent attacks assume an online adversary who
can observe queries and their results in order to mount
inference attacks [38] [35]. Countering such attacks
remains an important open problem for all encrypted
database constructions.

Techniques for “bucketizing” search tokens, for exam-
ple with hash collisions, to reduce information leakage
have been proposed in encrypted search schemes since
their inception [6], [22], [39], [46]. Another line of work
also uses bucketization to enable range queries over
encrypted data without the use of ORE [32], [33], [49].

The paper most closely related to ours is a technical
report by Lacharité and Paterson on Frequency Smooth-
ing Encryption [37]. Their frequency-based homophonic
encoding is equivalent to our proportional salt allocation
method (see Section V-B).

III. SECURITY DEFINITIONS

Our security definitions are closely modeled after the
standard notion of security against a chosen plaintext
attack. Like all previous efficiently searchable construc-
tions, our scheme does not meet the standard defini-
tion of Indistinguishable Under Chosen Plaintext Attack
(IND-CPA) security, as we must reveal the equality of
some plaintexts in order to allow efficient searching. We
extend the standard IND-CPA definition as follows.

Where the CPA adversary submits pairs of plaintext
messages to its challenger, our adversary submits pairs of
lists of messages. In the real world, a snapshot adversary
does not know the order in which plaintext messages
were added to the database. To capture this limitation on
the adversary, in our game after the challenger randomly
selects one list of messages, it randomly shuffles the
selected list to prevent the adversary using any infor-
mation about the original order. Finally, the challenger
encrypts all messages in the shuffled list and provides
the encrypted list back to the adversary. The adversary’s
task is then to determine which list was selected.

The two lists of messages are required to contain the
same number of messages, and the messages (across
both lists) must all be of the same size. Otherwise
the adversary could use the size of the ciphertexts to
distinguish between the lists of messages. The other
requirement is that the order of messages in the lists
must be random. Otherwise the ordering of the search
tags could be used by the adversary to distinguish.

We call our security game Indistinguishability under
chosen unordered database attack (IND-CUDA).
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Definition 1 (Negligible Function). A function : N →
N is negligible in k if for every positive polynomial p()
and sufficiently large k, (k) < 1/p(k). Let poly(k) and
negl(k) denote unspecified polynomial and negligible
functions in k, respectively.

Definition 2 (Pseudo-Random Function (PRF)). Let
F : {0, 1}kx{0, 1}n → {0, 1}m be an efficient keyed
function. F is a pseudo-random function if for all
probabilistic polynomial time distinguishers D there is
a negligible function negl such that∣∣∣Pr[DFk(·) = 1]− Pr[Df(·) = 1] ≤ negl(k)

∣∣∣
where the first probability is taken over the uniform
random choice of k and the randomness of D and the
second probability it taken over the uniform choice of
f ∈ Funcn and the randomness of D.

Informally, a pseudo-random function is a polynomial
time function that is indistinguishable from a truly ran-
dom function by any polynomial time adversary.

Definition 3 (Statistical Distance). The statistical dis-
tance ∆ between two random variables X,Y over a
common domain ω is defined as:

∆(X,Y ) =
1

2

∑
α∈ω

∣∣∣∣Pr(X = α)− Pr(Y = α)

∣∣∣∣
Two random variables X,Y are said to be ε-close

if the statistical distance between them is at most ε.
Variables X,Y are called statistically indistinguishable
if ε = negl(α) with security parameter α.

An important application of Definition 3 is its use in
the probability of distinguishing between two random
variables or two distributions [2]. This probability is
bounded by the statistical distance between the distri-
butions.

Definition 4 (Distinguishing Two Distributions ). Let
P0 and P1 be probability distributions on a finite set R.
Then for every adversary A, we have the distinguishing
advantage of A between P0 and P1,

Pr[DistA(P0, P1)] ≤ ∆(P0, P1)

Definition 5 (SHUFFLE). Let S be a set containing n
distinct objects. A SHUFFLE of S is an ordered list of
the objects in S. A SHUFFLE of the set {1, 2, ..., n} is
called a SHUFFLE of n.

To shuffle a list, the set S is the indexes into the list.
The shuffle of a list re-orders the indexes. Informally this
is a permutation of a list.

If S contains n distinct objects, then there are exactly
n! SHUFFLES of n.

Definition 6 (PSEUDO RANDOM SHUFFLE (PRS)).
Let PRS be a deterministic polynomial time function,
on input a key k ∈ {0, 1}n, message m ∈ {0, 1}∗, and
set of messages {l0, l1, ...li} where li ∈ {0, 1}∗, outputs
a SHUFFLE of {l0, l1, ...li}. We say PRS is a Pseudo
Random Shuffle if:
• (Pseudorandomness:) For any probabilistic polyno-

mial time algorithm D there is a negligible function
NEGL such that∣∣∣∣Pr[D(PRS(k,m, l))]− Pr[D(R(l))]

∣∣∣∣ ≤ NEGL(n)

where the first probability is taken over the uniform
choice of k ∈ {0, 1}n, m ∈ {0, 1}∗ and the
randomness of D, and the second probability is
taken over R(l), where R is a uniformly random
shuffle algorithm.

Definition 7 (The IND-CUDA Indistinguishability
Experiment ). Let Π = (Gen, Enc, Dec) be a WRE
searchable encryption scheme with message space M
and key space K. Let X be the security parameter for
Π. Let A be an poly-bounded adversary.

IND-CUDAΠ,A(n,X ):
• (k0, k1)← Gen(1n).
• A(X , n0, n1) chooses a pair of lists of messages
M0,M1 where |M0| = |M1| and for all mi,mj ∈
M0,mk,ml ∈M1, |mi| = |mj | = |mk| = |ml|

• A uniform bit b ∈ 0, 1 is chosen.
• edb← Enc((k0, k1,X ), PRS(Mb)).
• b′ ← A(edb)
• The output of the experiment is 1 if b′ = b, and

0 otherwise. We write IND-CUDAA,Π = 1 if the
output of the experiment is 1, and in this case we
say that A succeeds.

Definition 8 (IND-CUDA Indistinguishability). We say
that the encryption scheme Π with security parameters
λ and n0, n1 has IND-CUDA security if, for all proba-
bilistic polynomial time adversaries A,

Pr[IND-CUDAA(n0,n1,X ) = 1] ≤ 1

2
+ negl(X , n0, n1)

where (X , n0, n1) are the security parameters of our
scheme.

In Section V, we introduce our constructions and in
Section V-C we use our security definitions to evaluate
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the single-column security of one of our constructions
(which uses a Poisson distribution). Our schemes are
tune-able to trade-off performance for security, and
have acceptable performance and security for sizable
databases as shown in Section VI.

IV. WEAKLY RANDOMIZED ENCRYPTION

In this section we formalize and extend a “folklore”
technique that we call weakly randomized encryption
(WRE) in text and in Figure 1. This is the basis for
all variants described in Section V.

Weakly Randomized Encryption
Let F be a pseudorandom function with key length
n1. Let Π′ = (Gen′, Enc′, Dec′) be an IND-CPA
secure private key encryption scheme with message
space m ∈ {0, 1}∗ and key length n0. Let getSalts
be a function that on input message m ∈ {0, 1}∗ and
message probability distribution function Pm and a
security parameter X , outputs S, a list of integers
representing the salts and PS , a probability distri-
bution over the salts. Define a private-key weakly
randomized encryption scheme Π as follows:
• Gen: on input 1n0 , 1n1 run Gen′(1n0) receiving

key k0 and choose uniform k1 ∈ {0, 1}n1 .
Choose security parameter X .

• Enc: on input keys k0, k1, security parameter X ,
and a message m, choose a random salt
(S, PS)← getSalts(m,Pm,X )

s
$← sample(S, PS)

Output the (search tag, ciphertext):

(t, c)←
(
Fk1(s||m), Enc′k0(m)

)
• Dec: on input key k0, and ciphertext (t, c) output

plaintext message

m← Dec′k0(c)

• Search: on input keys k0, k1, parameter X , and
a message m, (S, PS)← getSalts(m,Pm,X )
Output query (query) on table (T ) containing
search tag column (Tt) as shown below:

query ←
(
Tt = Fk1(s1||m)

)
∨(

Tt = Fk1(s2||m)
)
∨ ...∨(

Tt = Fk1(s|s|||m)
)

Fig. 1: Weakly Randomized Encryption,
Decryption and Search

Previous efficiently searchable encryption construc-
tions either have specific requirements on the plaintext

data, like high min-entropy [6], or place limitations on
the adversary, such like limiting oracle queries [4] to
distinct plaintexts.

We can reduce the vulnerability of deterministic en-
cryption due to frequency analysis and other leakage in-
ference attacks by adding a small amount of randomness
to the encryption.

We show how a weakly randomized encryption
scheme can be constructed as the composition of (i)
any efficiently-searchable encryption scheme that satis-
fies the security definitions from [4] and (ii) a weak
randomization, or “salting,” function. In this work, we
construct our schemes using a variation of the Amana-
tidis, Boldyreva, and O’Neill [4] ESE, which is itself
composed of a randomized encryption scheme (RE) that
leaks nothing about the plaintext and a pseudo-random
function (PRF ) that leaks nothing except equality.

Encryption. The WRE encryption takes as input:
symmetric keys k0, k1; a plaintext m; and the proba-
bility distribution PM of the plaintexts. The encryption
algorithm begins by calling the getSalts subroutine to
pseudorandomly generate a probability distribution PS
over a set S of salts for the message m. The getSalts
subroutine uses the plaintext distribution PM to choose
a distribution for the salts that makes the frequencies of
the ciphertexts (nearly) independent of the plaintext. We
give a handful of candidate algorithms for getSalts, and
evaluate their security, in the following sections. A salt
s ∈ S is chosen at random according to PS and is pre-
pended to the message. The encoding of the pre-pended
salts must ensure that no pairs of salts and messages of
different lengths results in the same search tag. Finally,
the salt and plaintext are input into the PRF to create
the search tag and the plaintext is encrypted with the
randomized encryption algorithm.

Search. To search the encrypted database for all
records with plaintext equal to m, the client first com-
putes all possible search tags t1, t2, . . . , tn for m and
then requests all records having tags equal to t1 or t2
... or tn. Because the number of unique search tags for
each plaintext is small, WRE allows the server to build
useful indexes on the encrypted data, just as with DET.
To perform the search for each ti, the server can use
built-in indexing techniques to return the list of matching
records on columns added by our scheme. Because no
custom indexing scheme needs be used, this allows it to
be deployed on unmodified DBMS services.

Decryption. Given a search tag and a randomized
ciphertext, the WRE decryption routine discards the tag
and uses the randomized encryption scheme’s decryption
function on the ciphertext to obtain the plaintext.
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Updates. One advantage of WRE versus stronger
searchable encryption schemes like SSE is updates are
simple with WRE. To insert a new record in the en-
crypted database, we use the encryption function to
obtain its weakly randomized search tag and its (strongly
randomized) ciphertext. Then we simply append the tag
and ciphertext to the database. If we assume new records
inserted are drawn from the same plaintext distribution,
then adding new records will not affect the WRE tag
frequencies. Thus it is secure under the snapshot ad-
versary model. The challenge with SSE updates comes
from a different security model that allows the adversary
to query the database while providing forward security.
Because of security model and the encrypted indexes
used by SSE, SSE typically performs updates in batches
using new keys resulting in multiple indexes.

Future work will address security when the distribu-
tion changes from updates or if the adversary has specific
knowledge of the updated records.

The improvement in security, if any, of WRE over
deterministic encryption is not immediately clear. Sur-
prisingly, our analysis also shows that, with a carefully
chosen getSalts algorithm, we can construct a weakly
randomized encryption that leaks virtually no informa-
tion about the plaintext to a snapshot adversary who
knows the distribution PM .

V. WRE SCHEMES

In this section, we present our variants that each
complete the WRE construction described in Section IV.
We first present simpler/weaker constructions to give the
reader an understanding of our motivations for our later,
more secure schemes in Sections V-C and V-C1. We do
not fully analyze the security of these weaker schemes
because we believe they are inferior to later schemes.

A. Fixed Salts Method

We refer to the “folklore” version of weakly random-
ized encryption as the ”fixed salts” method, because
it always uses a constant number of salts for every
plaintext, regardless of the frequency of the plaintext.
We label the security parameter of this scheme as N ,
the number of unique salts per plaintext.

Notion of Security. If a plaintext m occurs in the
unencrypted database with frequency p, then with fixed
salts, each of m’s N ciphertexts will occur in the EDB
with frequency p

N . Intuitively, the fixed salt method
improves on the security of deterministic encryption
because it reduces the differences in the plaintext fre-
quencies.

Limitations. First, the overall improvement to security
is small. For large databases, the adversary can still guess
the plaintext with very high accuracy. Second, the fixed
salt WRE is not very efficient. In order to achieve any
security for a database of moderate size, it needs a large
number of salts, making query processing unnecessarily
intensive, especially for low-frequency plaintexts. We
could potentially improve both of these aspects if we
modified the chance of picking each salt with the fre-
quency of its respective plaintext. We formalize this idea
in the next section.

B. Proportional Salts Method

The fixed salts method can be improved by taking
into account the frequencies of the plaintexts in the
database. Intuitively, we would like each search tag to
occur with roughly the same frequency, regardless of the
plaintext. In the proportional salts method, we allocate a
different number of salts to each plaintext, in proportion
to its frequency in the plaintext data. Let the security
parameter be the total number of unique ciphertexts be
NT . Then for a plaintext m with frequency PM (m), we
use Nm ≈ PM (m) · NT salts. Therefore, for any two
plaintexts m0,m1 ∈M, their search tags will appear in
the EDB with approximately the same frequency.

Limitations. Unlike the fixed salts method, propor-
tional salt allocation requires that the data owner must
know the plaintext distribution PM in order to encrypt
a message.

Another limitation of proportional salts stems from
the fact that we must allocate an integer number of
salts for each plaintext. This gives rise to an aliasing
problem, where in certain situations using more salts
can actually reduce the security. For example, consider
an example database column with PM (m1) = 0.7 and
PM (m2) = 0.3. For NT = 10, this works out nicely, but
if we encrypt this database with NT = 12, then we will
round our number of search tags to 8 for plaintext m1,
each with frequency 0.0875, and 4 for plaintext m2, each
with frequency 0.075. Given sufficiently many encrypted
records, the adversary will be able to distinguish the
plaintexts using this frequency disparity.

In the following sections, we address the aliasing
problem of proportional salts by randomizing the fre-
quencies of salts.

C. Poisson Random Frequencies

A Poisson process is a simple stochastic process often
used to model the arrival of events in a system, for
example the occurrence of earthquakes in a geographical
region, or the arrival of buses at a bus stop. In a Poisson
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process with rate parameter λ, the times between arrival
events, called the “interarrival times,” are independent
and identically distributed, and they follow an Exponen-
tial distribution with parameter λ. The number of arrivals
in an interval of length t is independent of the events in
all intervals before and after, and it is Poisson distributed
with expected value λt.

In the Poisson variant of WRE, the security parameter
is the Poisson rate parameter λ. On expectation, this
method will generate about λ + |M| search tags in
total across all plaintexts. To allocate salts for plaintext
m ∈ M and to assign their relative weights, we
sample arrivals in the interval [0, PM (m)] from a Poisson
process with rate λ. Let the number of arrival events
in the interval be N , and let their times be denoted
a1, . . . , aN . Additionally, we define a0 = 0 and aN+1 =
PM (m). The interarrival times are xi = ai − ai−1 for
i ∈ 1, . . . , N + 1.

Based on the outcome of this experiment, we allocate
N + 1 salts to plaintext m, and when we encrypt m,
we choose salt i with probability xi

PM (m) . The resulting
search tag will then have frequency equal to xi in the
encrypted database. Also note that N has a Poisson
distribution, thus on average we will allocate about
λ · PM (m) + 1 salts to plaintext m.

The pseudocode for our Poisson method’s algorithm
is shown below in Algorithm 1.

Algorithm 1 Poisson Salt Distributions

1: function GETSALTS-POISSON(PM , m, k, λ)
2: s = 0
3: E = Exponential(λ)
4: total = 0
5: while total < PM (m) do
6: s = s+ 1
7: weight[s]← Sample(E)
8: total = total + weight[s]

9: weight[s]← PM (m)− (total − weight[s])
10: S = [1, s]
11: for s ∈ S do
12: PS(s)← weight[s]

PM (m)

13: return S, PS

Security. Our analysis shows how the unique prop-
erties of the Poisson process make it ideally suited for
use in weakly randomized encryption. Most critically, the
Poisson process guarantees that, subject to one constraint
on λ, all search tag frequencies for all plaintexts are
pseudorandom samples from indistinguishable Exponen-
tial distributions. Therefore a computationally bounded

adversary learns nothing about the plaintext from the
frequencies of the ciphertexts.

Proof sketch. In the Poisson approach, the frequency
of the first salt for each plaintext is not drawn from
the same Exponential distribution as the others. To see
why this is so, notice that the Poisson process may
generate zero arrival events in the interval [0, PM (m)].
This occurs whenever the first arrival time from the
Poisson process occurs after the end of the interval; in
other words, when the first interarrival time is greater
than PM (m). Then we have only a single salt, and hence
a single ciphertext that appears in the encrypted database
with the same probability as the plaintext, PM (m).
Therefore the distribution of the first search tag fre-
quency is not in fact an Exponential; all the probability
mass that the Exponential would assign to values greater
than PM (m) is instead lumped onto the point PM (m).
We call this distribution a “capped Exponential” with
parameters λ and τ = PM (m). Figure 2 illustrates the
difference between the capped and regular Exponential
distributions.

Fig. 2: Complementary cumulative distribution for
capped versus standard Exponentials

The adversary could attempt to exploit this difference
to his advantage in the IND-CUDA game. In the extreme
case, the adversary would choose M0 with all unique
plaintexts, and choose M1 where all m ∈ M1 are the
same plaintext. With a low value of λ, the messages from
M0 in this example would all be drawn from the capped
exponential while all of the messages from M1 would
not. However, with a high enough λ in relation to the
number of messages in M0, all of the messages from M0

would be drawn from the non-capped exponential with
very high probability. The important point is to choose
an appropriate λ parameter based on the distribution you
are encrypting.

The statistical distance between the standard
7



Exponential(λ) and the capped Exponential with λ
and τ is defined in Definition 3 as one half of the
total variation distance between the two distributions.
Notice that the two distributions are identical to the
left of τ . Therefore all of the difference in distribution
comes from the upper tail of the standard Exponential,
where the capped Exponential assigns zero probability.
From the definition of the Exponential distribution, this
quantity is

∆(Exp(λ), CappedExp(λ, τ))

=Pr(X > τ |X ∼ Exp(λ))

=e−λτ

Thus the probability of the adversary distinquishing
between the capped exponential and exponential distribu-
tions is negligible in λ, which is the goal of our security
definition.

If we let τ = maxm PM (m) be the smallest plaintext
frequency, then by increasing λ relative to τ , we can
make this probability arbitrarily small. Furthermore, we
can calculate the Poisson rate parameter λ that is re-
quired to achieve a desired security parameter ω, where
ω ≤ Pr(X > τ)).

λ ≥ logω

τ

Limitations. When the adversary has the frequencies
of all search tags and knows PM , Lacharite and Paterson
[43] pointed out another possible attack, wherein the
adversary finds a set of search tags whose counts sum
up to the expected count for a (set of) target plaintext(s).
The adversary might then reasonably conclude that those
search tags all represent encryptions of the given plain-
text(s).

When the adversary targets a single plaintext, it must
solve an instance of the subset sum problem (SSP).
When targeting multiple plaintexts simultaneously, the
adversary must solve an instance of the multiple knap-
sack problem (MKP). While both problems are NP, there
exist efficient approximation algorithms, for example
[13].

However, even if the adversary can find a solution to
the computational problem, this does not guarantee that
the matching that it finds will be correct. To see that this
is true, consider the case where each search tag occurs
exactly once. Then all possible plaintext-to-search-tag
matchings give equally valid solutions to the problem,
and the adversary can do no better than random guessing.
We leave a more detailed exploration of the efficacy of
such attacks for future work. Instead, in the following

section, we present an improved WRE construction using
bucketization to eliminate the attack entirely.

1) Bucketized Poisson Random Frequencies: The
Poisson WRE approach above generated randomized
search tags for each plaintext. Doing so makes any one
search tag equally likely under all possible plaintexts, so
the adversary learns nothing by examining a single tag.
Unfortunately, that does not guarantee security against
an adversary who considers the combined frequencies
of several tags at once. In this section, we show how a
simple extension of the Poisson WRE approach, using
bucketization, can protect against the matching attacks
described in the previous section.

Figure 3 illustrates the difference in the two schemes.
In the (non-bucketized) Poisson WRE, we sample a set
of points from a Poisson process for each plaintext m,
over the interval [0, PM (m)]. We then use the inter-
arrivals between the points to determine the frequencies
of the search tags for m. This is equivalent to starting
with the set of points {FM (m) : m ∈ M} and then
sampling more points from the Poisson process over the
interval [0, 1].

In the Bucketized Poisson approach, we omit the
points from FM (m), and we simply sample from the
Poisson process, independent of the plaintext frequen-
cies. As a result, some inter-arrival intervals will overlap
with the intervals for more than one plaintext. Notice that
in Figure 3 with the bucketized construction, the tag t3
can represent either plaintext m1 or m2.

The Bucketized Poisson also makes a slight modifica-
tion to the encryption and search algorithms from Figure
1. Instead of inputting the plaintext appended to a salt
to the PRF, just the salt is given.
• Enc: on input keys k0, k1, security parameter X ,

plaintext distribution PM and a message m, choose
a uniform salt
(S, SM )← getSalts(PM ,X )}
s

$← sample(S(m), SM (m))
Output the (search tag, ciphertext):

(t, c)←
(
Fk1(s), Enc′k0(m)

)
• Search: on input keys k0, k1, parameter X , and a

message m, let (S, SM )← getSalts(PM ,X )} s =
S(m). Output search query for

q ← Tt = Fk1(s1)∨Tt = Fk1(s2)∨...∨Tt = Fk1(s|s|)

This additional ambiguity completely removes the
small advantage that an adversary might obtain from
the imperfection of the capped exponential distribution.
It also negates any kind of frequency-based matching

8



Fig. 3: Poisson Search Tag Frequency Example

attack, because the tag frequencies and the plaintext
frequencies are independent. The downside is that with
the bucketized WRE, query results will contain a small
number of false positives. The false positive rate is con-
trolled by parameter λ: increasing λ (thus decreasing the
expected frequency of each tag) decreases the expected
number of false positives.

Theorem V.1 (Single-Column Security for Bucketized
Poisson WRE). A Bucketized Poisson WRE scheme with
parameters (λ, n0, n1), is IND-CUDA secure.

Proof sketch. With the Bucketized Poisson algorithm,
the actual ciphertext search tags will have exactly the
same values and the same frequency, no matter which
M0 or M1 is encrypted. The only difference will be
the ordering of these search tags. Since the ordering is
determined by the output of a pseudo-random shuffle,
the adversary cannot learn anything from this ordering
either. The security of this construction also does not
depend on λ like the first Poisson approach. The λ value
will affect the false positive rate and performance, but
not the security.

VI. PERFORMANCE EVALUATION

We implemented several flavors of weakly randomized
encryption, including the fixed salts method and Poisson
salt allocation, in the Haskell programming language. To
evaluate the performance of our prototype on realistic
data and queries at a variety of scales, we used the
SPARTA [48] framework from MIT-LL.

The SPARTA test framework includes a data generator
and a query generator. The data generator builds artificial
data sets with realistic statistics based on real data
from the US Census and Project Gutenberg. The query
generator creates queries for this test database based on
the desired query types and number of return results.

Algorithm 2 Bucketized Poisson

1: function GETSALTS-POISSON(PM ,M ,m, k, λ)
2: s = 0
3: wordFr = [], salts = []
4: E = Exponential(λ)
5: total = 0
6: while total < 1.0 do
7: s = s+ 1
8: weight[s]

$← Sample(E)
9: total = total + weight[s]

10: weight[s]← 1.0− (total − weight[s])
11: M ′ ← PRS(M)
12: fr = PM (m′1) + ...PM (m′x−1) where m = m′x
13: i = 0, cdf = 0
14: while cdf < fr do
15: cdf = cdf + weights[i]
16: i = i+ 1

17: weights[i] = cdf − fr
18: cdf = fr
19: while cdf < (fr + PM (m)) do
20: wordFr.append

(
weights[i]

fr

)
21: salts.append(i)
22: i = i+ 1
23: cdf ← cdf + weights[i]

24: if cdf > (fr + PM (m)) then
25: dif ← (fr + PM (m))− cdf
26: wordFr.append

(
weights[i]−dif

fr

)
27: salts.append(i)

return (salts, wordFr)

A. Experimental Setup

We used the database generator to generate databases
with 100,000 records, 1 million records and 10 mil-
lion records. We generated over 1,000 queries for each
database, consisting of a mix of queries that returned
result sizes between 1 and 10,000 records.

We encrypted the columns fname, lname, ssn,
city, and zip with WRE. The rest of the SPARTA
columns were inserted into the test database in plaintext.

Each encrypted column is expanded into two columns:
one 64 bit Integer column for the WRE search tag and
another column to hold the (strongly randomized) AES-
encrypted data. The plaintext table contains 23 columns.
Therefore the ciphertext table contains the 23 encrypted
data columns, plus the 5 additional search tag columns.

We tested the performance of the fixed salt method
with 100 and 1,000 salts, and we tested Poisson salt
allocation using λ of 100, 1,000, and 10,000.
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We performed the tests with the client and the database
server located on the same local network via a 1 Gbps
Ethernet switch. The server has 12 CPU cores (dual
Xeon E5645), 64GB of RAM, and an array of 10k RPM
hard drives. It runs the Ubuntu Server 14.04 operating
system and Postgres 9.6 as the DBMS.

B. Experimental Results

Ciphertext Expansion. Table I shows the overall
ciphertext expansion, including the ciphertext expansion
from the AES encrypted data, the additional search
tag columns and the additional indexes on the search
columns. Note that the number of salts used and whether
a fixed salt or a Poisson Salt Distribution do not affect
the database size. The database ciphertext expansion
is directly related to the number and type of columns
encrypted

Encryption Type DB Size DB + Indexes Size
100k Plaintext 112 MB 136 MB

100k Encrypted 156 MB 244 MB
1M Plaintext 1116 MB 1365 MB

1M Encrypted 1558 MB 2447 MB
10M Plaintext 11 GB 13 GB

10M Encrypted 15 GB 24 GB

TABLE I: Ciphertext Expansion

Database Creation. Inserting 10 million plaintext
records took a total 6,356 seconds on average. Inserting
10 million ciphertext records took 58,604 seconds on
average. Because the database must only be initialized
once, the practical impact of this 9x slowdown is not
especially significant for most applications. Also, we
believe that with a little effort, the performance of
our un-optimized implementation could be improved
substantially.

Query Runtime. We performed two variations of each
SPARTA-generated query. The first variation takes the
form SELECT ID from main where .... Since column
ID is the primary key, these queries only require that
the DBMS scan the indexes to find the list of matching
records. The second variation takes the form SELECT
* from main where .... This selects the entire record,
and thus requires retrieving the encrypted records from
storage and transferring them across the network. The
time shown for each query includes the time to compute
the encrypted query.

Since caching can have a big impact on database
performance, we ran each set of queries under two
scenarios. In the first scenario we cleared the caches
in the OS and in the Postgres database before running

each query. To clear the Postgres cache, we restarted
Postgres. To clear the OS cache, we ran the following:

echo 3 > /proc/sys/vm/drop_caches

In the other scenario, the cache was left alone.
Figures 4 and 5 display tests run with a cold cache.

Figures 6 and 7 have the results of the warm cache
tests. The results of these experiments show that the
WRE schemes achieve query response times with our
Poisson Random Frequency construction within 27% of
plaintext database response times on equality queries. As
expected, as the number of unique search tags increases,
so does the query response time. Across all of our
experimental configurations, the Fixed Salt scheme with
1000 salts is slower than the Poisson construction with
λ = 1000, and similarly, the Poisson with λ = 1000
performs slightly slower than Poisson with λ = 100.
This result is not surprising, since the Fixed Salt tech-
nique generates 1000 tags for each plaintext, while the
λ = 1000 results in λ+ |M | tags for the entire column.

Bucketized Poisson False Positives. In section V-C1,
we mentioned that the Bucketized Poisson algorithm
may result in false positives in the search result. Figures
8 and 9 show the false positives introduced on the
SPARTA queries used in our performance evaluation.
The X axis shows the number of records returned for
each query with Poisson salt allocation, which does
not introduce false positives. The Y axis shows the
number of records returned for the same queries with
the bucketized version of the algorithm.

With lower values of λ, the Bucketized Poisson algo-
rithm appears to mask the true number of return results.
In Figure 9, with λ = 10, 000, we see some correlation
between the number of matching records in the database
and the number of ciphertext records that match the
bucketized query. However, in Figure 8 with λ = 1000,
the relationship is much weaker. In the future, this
masking might be leveraged to prevent reconstruction
attacks [35], [38], where an adversary uses access pattern
leakage to recover the contents of the database.
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Reset Cache Before Each Query

Fig. 4: “SELECT ID” Equality Fig. 5: “SELECT *” Equality

Warm Cache - No Cache Reset

Fig. 6: “SELECT ID” Equality Fig. 7: “SELECT *” Equality

Fig. 8: Bucketized Poisson False Positive (λ = 1000)
Fig. 9: Bucketized Poisson False Positive

(λ = 10, 000)
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